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>	15	million	products	for	sale
>	50	million	in	catalog >	6	million	active	customers

>	27	million	visits	per	month

>	4	billion	
pageviews/year
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Goals of “Measuring 2.0”
• Measure everything on our website
• All interactions (also A JAX)
• All channels (also mobile, email, …)
• All countries
• All details
• All visitors

• More reliable data
• Lowest possible load on the client
• Lowest possible latency (< 1 second)



Goals of “Measuring 2.0”
• Developer
• Easy to build
• Easy to validate
• Test automation

• Business
• Always measure everything
• Data is “independent”

• New questions are allowed



Goals of “Measuring 2.0”
• Privacy
• Personal Data Protection Act

• Wet bescherming persoonsgegevens
• No profiling beyond 2 years

• Security
• Avoid storing “login” info.

• Business
• Do “profiling” on everything
• For many years (>2)
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Tagged	HTML

Rendered	
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In-view	
Measurements

Start

Measurements
Webshop

…

Web	service

Flink jobs HDFS/Kafka/
Cassandra
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Hook
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Container

Measurements

ID	=	a

ID	=	a.b

ID	=	a.b.c

ID	=	a.b.c.ProductImage
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https://www.bol.com/nl/p/d
aten-is-
meten/1001004010720589/?
bltgh=ItemID.ProductImage
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Data structure

Hook

Item

Group

Container

Measurements

Hook
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Group

Container

Customer’s	journey	with	cause and	effect

Hook

Item

Group

Container
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Production measurements
After-lunch	peak Evening	peak

Bots?

12:00 18:00 22:00 2:00



Filtering bot traffic

April	17th April	18th April	19th April	20th April	21st April	22nd April	23rd



Some numbers
• Currently generated measurements/minute: ~15 500
• Expected peak load with website fully tagged: 6 000 000 

measurements/minute
• Average message size: 500 bytes
• Most visited page: product page with 75% of views



Kafka – cluster specs
• 3 nodes
• 15x 126 GB disks
• 3.6 TB RAM
• 40 cores (2.3 GHz)

• First Kafka users at bol.com
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• Problem: disks spent a 
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Kafka – lessons learned
• Problem: disks spent a 

very long time on I/O 
operations

• Cause: property 
“flush.messages” set to 0 

• Lesson: do not change a 
default property without 
a concrete justification



Applications – Real-time trending 
products

• Calculating products which 
are trending per 10 minute 
intervals compared to a 
reference period of 4 hours



51

Real time trending

19:00 19:30



How do we do it?



Persisting data

• Define Schema in: Apache AVRO
• Nice schema language (IDL)
• Generates Java classes
• Supports schema evolution

• Persist in files: Apache Parquet
• Compresses well
• Great on read use cases
• Write straight from Avro classes.

• See o.a.parquet.avro.AvroParquetWriter



Persisting data

• Apache AVRO
• Standard byte[] for the record.
• Needs the original Schema on read

• What if the Schema changes?
• Kafka keeps the events for weeks

• AVRO-1704 
• Serialize record to a “Message” byte[]

• schema fingerprint (hash)
• pluggable schema ‘database’
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Future plans

• Tag the entire webshop
• Tag the mobile app/ the seller dashboard
• Fully enable in-view measurements (currently at 1%)
• Provide tooling for working with the data
• Generate live reporting in real-time
• …



Thanks for listening
Questions?

Ivan Budinčević
ibudincevic@bol.com


