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Talk overview ‘.

" My take on the stream processing space, and how
it changes the way we think about data

" Transforming an existing data analysis pattern into
the streaming world (“Streaming ETL’)

" Demo



» Apache Flink g

" Apache Flink Is an open source stream processing

APACHE

* Low latency

* High throughput

* Stateful SOFTWARE FOUNDATION
* Distributed

" Developed at the Apache Software Foundation,
1.0.0 released in March 2016,
used in production




Entering the streaming era



Streaming is the biggest
change In data infrastructure
since Hadoop



1. Radically simplified infrastructure
2. Do more with your data, faster
3. Can completely subsume batch



Real-world data Is produced in
a continuous fashion.

New systems like Flink and
Kafka embrace streaming
nature of data.

Web server gt Kafka .
topic



Apache Flink stack &
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What makes Flink flink? gl

Low /atency

High Throughput Make more sense of data

Well-behaved \ Works on real-time
flow control~—____ _—"and historic data
(back pressure)
Windows & APIs
user-defined state/ Libraries | —€omplex Event Processing
Exactly-once semantics / \
for fault tolerance

Globally consistent Flexible windows
savepoints (time, count, session, roll-your own)



Moving existing (batch)
data analysis into
streaming



Extract, Transform, Load (ETL) ..

= ETL: Move data from A to B and transform it on the
way

" Old approach:
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Extract, Transform, Load (ETL) ..

= ETL: Move data from A to B and transform it on the
way
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Extract, Transform, Load (ETL) ..

= ETL: Move data from A to B and transform it on the
way

= Old approach

HDFS / Perlod| S - — T
> B SporK saL
ORC in
HDFS

“Data
Lake”

Mobile@
loT éﬂﬁi‘;:qs



Extract, Transform, Load (ETL) ..

= ETL: Move data from A to B and transform it on the
way
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Extract, Transform, Load (Streaming _[}
ETL) _

= ETL: Move data from A to B and transform it on the
way
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Extract, Transform, Load (Streaming _[}
ETL) _

= ETL: Move data from A to B and transform it on the
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Extract, Transform, Load (Streaming _[}
ETL) _

= ETL: Move data from A to B and transform it on the

m Processor
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Extract, Transform, Load (Streaming

ETL)

= ETL: Move data from A to B and transform it on the
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Streaming ETL: Low Latency L.

" Events are processed immediately
[] No need to wait until the next “load” batch job is running

Approa Periodic batch B?;(C:g
ch job . : b
Latenc hours minuteQCro-batehgs gs millisecon

Flink

* Your mileage may vary. These are rule of thumb estimates. 19




Streaming ETL: Event-time aware ‘.

" Events derived from the same real-world activity
might arrive out of order in the system

" Flink 1s event-time aware

11:2

L Same regl—world
activity

[
L iad /DBC sink
N
- -

\

|

t ﬂ

Y

Out of sync
clocks

Network delays

Machine failures
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Demo



Job Overview

“Streaming ETL

(not set) (not set)
Select 'lang'=en tweets Sink: Relling FileSystem Sink

Parallelism: 1 Paralislizm: 1

Data Ingestion Job

Flink {not set) {not set) (not set) (not set) (not set)

. . Filter records without 'lang’ Count per Langauage (10 second . . -
TW |tte r Source: Kaﬁ-;a U.? Source ﬁmesiamp. m@chr fiald s tumbling) Sink: EIastlcSean?h2 3ink
S Parallelism: arallelism: Parallelism: 1 Paralieism: 1 Paralislizm:

O u rce Operation: (ot set) Operation: {nof s=f) . . - Oiparation: (not set)
Lperation: {not 521 Operation: {not sat)
(not set) (not set)
Get text from Tweets Tokenize words
Parallefism: 1 Parallslizm: 1
Oiperation: (not set) Ciperation: (not set)
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Job Overview

Filter operation (Rolling) file sink

(not set) (not set)
Select 'lang'=en tweets Sink: Rolling FileSystem Sink

Aggregation to

(not set) (not set) _ (not S_Qt) L (not set) (n — E I a Stl Csea rC h
Snuroe:_l{aﬁca 0-9.‘ Source Timesiiamp ext.raclor Filter reoordﬂse\il\gmoul lang Count per prugrﬁgf;r%;]“ 0 second m
(not set) (not set) (not set) (not set) (not set)
Count word frequency (1 min, 1

Get h?xl from Tweets Tolfenize words 0 sec sliding window) TDpN_Window (10s) Sink: W_rite topN to Kafka

AN

A TopN

WordCount
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Demo code @ GitHub ..

https.://
github.com/rmetzger/flink-streaming-etl



https://github.com/rmetzger/flink-streaming-etl
https://github.com/rmetzger/flink-streaming-etl
https://github.com/rmetzger/flink-streaming-etl

Closing



WED, JUN 8 AT 10:00 AM, BERLIN

Apache Flink Hackathon by
Berlin Buzzwords

By: data Artisans

https://www.eventbrite.com/e/apache-flink-hackathon-by-berlin-buzzwords-tickets-
25580481910




Flink CALL FOR SUBMISSIONS ~ ABOUT v  SPONSORING REGISTRATION

12-14 SEP 2016
BERLIN

Flink Forward 2016, Berlin

Submission deadline: June 30, 2016
Early bird deadline: July 15, 2016

www.flink-forward.org



http://www.flink-forward.org/

dataArtisans

We are hiring!
data-artisans.com/careers




Questions?

Ask now!
eMail: rmetzger@apache.org
Twitter: @rmetzger

Follow: @ApacheFlink
Read: flink.apache.org/blog, data-artisans.com/blog/
Mailinglists: (news | user | dev)@flink.apache.org

29


mailto:rmetzger@apache.org

Appendix



Sources ..

= “Large scale ETL with Hadoop” http://
www.slideshare.net/OReillyStrata/large-scale-etl-w
ith-hadoop

31


http://www.slideshare.net/OReillyStrata/large-scale-etl-with-hadoop
http://www.slideshare.net/OReillyStrata/large-scale-etl-with-hadoop
http://www.slideshare.net/OReillyStrata/large-scale-etl-with-hadoop
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